
Hello!

Zakaria OURNANI
Chakib Mohammed BELGAID
Romain ROUVOY
Pierre RUST
Joel PENHOAT
Lionel SEINTURIER

Taming Energy 
Consumption Variations In 

Systems Benchmarking

ICPE 2020 11th ACM / SPEC International Conference on 
Performance Engineering



Motivation
Digital energy consumption knows 
a raise of 8.5% per year [1]

Data centers are responsible of 2% 
of the extra CO2 in the air [2]

[1] Hugues Ferreboeuf, Maxime Efoui-Hess, Zeynep Kahraman (2018).LEAN ICT POUR UNE SOBRIETE NUMERIQUE study.The shift project
[2] Avgerinou, Maria, Paolo Bertoldi, and Luca Castellazzi. "Trends in Data Centre Energy Consumption under the European Code of Conduct for Data Centre Energy 
Efficiency." Energies 10, no. 10 (September 22, 2017): 1470. https://doi.org/10.3390/en10101470. 1
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Violin plot of the energy consumption variation of the same Test running 30 times on 6 different machines 
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Objectives
Investigate  the energy consumption variation on multiple  CPU and clusters

Identify controllable factors that contribute that variation

Report on guideline on how to conduct reproducible experiments with less variations

4



1
Methodology
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Benchmark

HWPC Sensor

Smart Watts 
Backend

Experimental setup

(Optional)
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[1]

[2]

[2]

[1] www.grid5000.fr
[2] Maxime Colmant, Romain Rouvoy, Mascha Kurpicz, Anita Sobe, Pascal Felber, and Lionel Seinturier. 2018. The next 700 CPU power models. Journal of Systems and Software 144 (2018).

.



Methodology
Every test is executed over 100 times in each condition 

to build statistically representative results

Experiments are executed with many benchmarks, such as: 

NPB, Linpack, Sha, Stress-ng, Pbzip2 

Experiments are executed across multiple identical nodes of 

multiple clusters with different capabilities

6



2 CPU Energy 
Variation

16



Potential Parameters

Temperature

Position in cluster

Measurement tool

Chip manufacturing

...

Hardware Software
C_states

OS Kernel

Turbo boost

Testing protocol

Cores pinning

Workload

...
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Taming the CPU
Energy Variations
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RQ1:
Does the benchmarking protocol 

affect the energy variation?

8



Benchmarking Protocol

9



150 %
less variation at high 

workload

Benchmarking Protocol

Avoid rebooting the machine 
between tests can cause up to
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RQ2:
How important is the impact of 
the processor features on the 

energy variation?
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CPU C-states
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6 X
at low workloads

CPU C-states

Disabling the C-states can 
reduce the variation up to
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Core Pinning

S1
- Minimum of 
physical CPUs

- HT usage

S2 - No HT

S3

- Usage of all 
Physical CPUs
- Least Cores 
count usage
- HT usage
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30 X
energy variation

Core Pinning

Choosing the right cores pinning 
strategie can save up to
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RQ3:
What is the impact of the 

operating system on the energy 
variation?
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OS Impact 
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RQ4:
Does the choice of the processor 

matter to mitigate the energy 
variation?
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Processor Choice

Low TDP CPUs
are more likely
to cause less 

variation

Identical Machines can 
exhibit up to

30 %
of variation
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Inter-Nodes Variation 
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Main Guidelines

Guideline  Workload Gain

Use a low TDP CPU Low & Medium 3X

Disable the CPU C-states Low 6X

Avoid the usage of Hyper-threading Medium 5X

Use the least of physical CPU in case of multiple CPU Medium 30X

Avoid rebooting the machine between tests High 1.5X

Use the same machine instead of similar machines All 1.3X
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Conclusion

Identify a set of controllable factors that contribute 

to the CPU energy consumption variation 

Provide a better understanding of the intra-node 

and inter-nodes variations

Provide guidelines on how to conduct reproducible 

experimentations with less variation
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150 %
less variation at 
high workload

Avoid rebooting the 
machine between tests 

can cause up to

6X
at low workloads

Disabling the C-states can 
reduce the variation by 

up tp

30 X
Choose the right cores 

pinning strategie can save 
up to

of energy variation

Low TDP CPUs
are more likely
to cause less 

variation

Identical Machines can 
exhibit up to

30 %
of variation

The Energy 
variation is more 
related the the 
job rather than 

the OS
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